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Abstract. 

This research builds a tool for e-commerce search based on image input searching 

where the study case in this research is in MNC Publishing. The purpose of this research is to 

help users find the book that they want by inputting the image in the tool and then finding 

the book by the image that they find, and the result is linked to the detail of the book that they 

find. This research uses Canopy K Means Clustering to cluster the image and count the value 

of centers in system machine learning in this application to use clustering to minimize sum 

error compared by the count of centers value result by counting average images each cluster 

with reduced data images with value error loose distance each cluster until N iteration. 

Images normalization with reduced matrix from size 242193 reduce to 100 dimensions of 

matrix each data in web programming with 500 images result matrix input [500x100] 

dimensions system counts the image searching from size matrix [500x242193] become 

[500x100] dimensions of matrix for high computation with Canopy K Means Clustering. 

Testing with grayscale, the application got the result clustering 100% true for clustering from 

50 data images and 77,4% from 500 data images. 
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1. Introduction 

Application for image searching has already been developed in many applications 

actually for E-Commerce. Image searching in E-Commerce makes user easier to find the 

product that they want by inputting the image from a product that they want to find. Besides 

searching by text, E-Commerce development to search by image can help reduce redundant 

search results to display for customers online. Application E-Commerce can be applied in the 

sale of the product for Company products, Home Industry products, Book stores, etc. To 

reduce computation in search with data image, we can use the clustering method [1][2] and 

the data used for clustering learning is very influenced by the computation error data can be 

changed to grayscale by the system and can be added to few filters for add learning data. E-

commerce build makes user customers easily find products they want by application web, so 

they can reach information from anywhere and get the product by system so they don’t need 

to go to store place, which can reduce customer cost. That’s why E-Commerce become 

important in business. The transaction can be much more than the offline transaction. So, E-

Commerce tries to make user customer easier to get information on the application web.  

 

The facility in E-Commerce like search tools usually used based on text input and the 

user finds a product by text input, the system will show the product that customers find. Tool 

by input image usually known as Image Searching [3][4][5][6][7][8] is a tool for how customers 
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get information product by input image and then system will show product. The system in 

Image Searching will count the value of pixel and similarity of pixel and picture in the product 

database, then the system will show all products that have a range close value that’s clustered 

product with the input image. There are view E-Commerce use tool image processing, the 

difficulty in the application is computation image, and computation in image searching 

[9][10][11] make the application search slowly. To reduce this problem the picture needs to be 

minimized with a reduced size dimension, but this reduced dimension influences in 

recognition of the picture in the system. 

This research uses a clustering method with Canopy K Means Clustering to cluster the 

value image center of the product, in this case application with MNC Publishing Book Store.  

This research uses filtered because image data is used in the database only one from the data 

bookstore, so more characteristic data by filtered image. The tool in this research by choose 

picture in computer data, and then the system will count the clustered value that the input 

image has a minimized relation value and then show the information of the book in system 

MNC Publishing. 

 

2. Method 

The data in this research is an image from MNC Publishing from the cover of the Book 

Store, and then data filtered because only one data each cover. Machine learning in this system 

counts the center value from image data using Canopy K Means Clustering, and before 

counting the center value, data must normalize which reduction dimension.  Data in this 

research become 500 data images filtered from 50 covers where the system already filtered 

each cover with 10 filter images using PHP programming. Reduce dimension from actual size 

image [434x607] if change to dimension become 242193, if use this dimension for high 

computation in Canopy K Means Clustering needs management memory in PHP 

programming, so to reduce the computation change image by resize function become [10x10] 

pixel and its very significant value and must be influenced in result clustering. 

 Management memory in matrix data is influenced by dimension reduction and 

management file in application. After normalization data, the data image clustered, and the 

result center value for testing data. In testing data, each data will be tested in the tool system 

one by one different from learning data where all data count in machine learning use Canopy 

K Means Clustering.  

 Statistical value in Canopy K Means Clustering each iteration must count center value 

and average new center value each iteration. Each iteration must average all data that is 

included in each cluster and use the Canopy K Means Clustering formula to get a new value 

center for each iteration. The system will display the result from the input image by the user, 

and then display details of the book from the MNC Publishing link web. The most difficult in 

this application is the computation in clustering, and how to normalize the system for learning 

data and each testing data one by one. The system model in this application with application 

DIA and flowchart shows the design of the system. 

 

3. Result and Discussion 

Desain Modelling System 

  The center value can get from Canopy K Means Clustering starting from the initial 

value and then counting each iteration by Canopy K Means Clustering before learning 
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computation with Canopy K Means Clustering data must normalized. Figure 1 is the flow of 

the system in this research for admin and user with their priority in system use tool DIA. 

 

 

 

 

 

 

 

 

 

 

 

 

        Figure 1. User Priority in System Application Image Searching in MNC Publishing 

 

Figure 1 is the priority user admin can input data learning in the system database, in 

this research admin inputs 50 images and saves the path folder in the database. The tool 

system in this research will count the 50 images and then filter them be 500 images for 

variation center value characters, the result is that 50 center values from each cluster will be 

shown for admin from Canopy K Means Clustering. For the user customer, the customer 

inputs only one image in the system, and then the system counts by the center value that is 

already got from the system admin so the comparison only to 50 centers not to 500 images 

becomes the purpose of Canopy K Means Clustering, and then the system will link to MNC 

Publishing detail about input cover book that user already chosen. 

 

Figure 2. Sequence Diagram Admin input images learning 

 

Figure 2 is the sequence admin in input images in the system by input form and then 

image learning will be saved in the database. Input images in the application one by one 

chosen by admin and then save by query in database My SQL.  
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                                   Figure 3. Sequence Diagram Admin filter images 

 

Figure 3 shows a sequence diagram for the admin to filter image each image, and this 

form displays 10 filters for each data beginning with the admin choosing the form filter, then 

choosing an image, and choosing the filter in the system, and the result filter saves in the 

database. This process is the same for all filter images, from grayscale, filter means removal, 

filter brightness, filter contrast, filter colorize, filter Gaussian blur, filter smooth, rotation -5 

degrees, rotation +4 degrees. 

  

 
                                   Figure 4. Sequence Diagram Admin Build Matrix  

 

Figure 4 shows the sequence diagram to build a matrix from all image data in the 

database, the result is a matrix size of 500 rows and 100 columns, so the size of the matrix is 

[500x100]. This matrix will be computed with high computation because in Canopy K Means 

Clustering uses iteration and calculation of every data in each cluster.  

 
                           Figure 5. Sequence Diagram Count Canopy K Means Clustering 
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 Figure 6. Sequence Diagram Testing Image Data 

 

Figure 5 is a sequence diagram in count Canopy K Means Clustering in the system, with 

input data images 500 data and dimension 100, computation in each iteration, and at last get 

the result value of cluster. Figure 6 shows user input data testing, one data image for each test 

data, and then the system will normalize data and count the value with the center clustered 

in this research have 50 clustered and then the result will show in form after that link detailed 

of input image will be shown. 

Canopy K Means Clustering Method 

 The clustering method is implemented in many applications such as clustering in data 

with numeric characteristics such as clustering for academic transcripts whose students have 

a probability get a scholarship, clustering data in stores like the most products with high 

transactions or products with the lowest transaction, etc. Clustering method for image data 

[12][13][14][15] must be normalized data first.  

Normalized data 

Normalized data in this research have a few phases as below: 

1. Input the actual size data image from the folder computer. 

2. Filter to gray image. 

3. Resize the image as the same dimension for all images if the size matrix is [10x10] all 

images should be resized in dimension [10x10]. 

That’s normalized data in this research with the purpose that all images have the same 

dimension for getting accurate values in computation.  

Filter data 

Filter data [16] in this research is influenced for accuracy and adds characteristic data in 

data learning, this research has 10 filter-use functions in PHP programming. All figures, have 

a characteristic value for clustering data and each pixel starts from 0 until 1 and between them 

already normalized 0 to 255 become 0 to 1 in the system as Figure 7. 

 
Figure 7. Example one of image with normalized data value in user administrator. 

 

A characteristic filter need in this system because only one covers data so to add 

characteristic data in this research use a filter. Before learning in Canopy K Means Clustering, 
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must build a data matrix in one variable, and all 500 data must change to a data array and 

save in one variable, the size matrix is [500x100]. 

Canopy K Means Clustering 

Algorithm Canopy K Means Clustering [17][18] method as bellow: 

1 Choose Loose distance and Tight distance. 

2 Count each cluster except Loose distance. 

3 Count center. 

4 Clustered data with data more than Tight distance. 

5 Remove Loose distance data from each cluster. 

6 Looping from no 2 until N iteration. 

Canopy K Means clustering is based on K Means Clustering [19][18][20][21]with 

mathematics formula as below 

 

                                                                (1)    

                                                   

 
 

2                                                                                                           (2)    

                                                                                              

 

,  is a variable for all elements in cluster i,   is a variable for 

data in includes cluster i,  is a variable count error distance from each data to each cluster 

i. 

=( ), m is the dimension of cluster normalization, i is an index of the 

cluster.      

=( ), j is index of images in this research. 

=                          (3)               

Where  is distance from each data  with each cluster , for all dimension data 

images and clusters. 

 

.                                            (4)   
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 Figure 8. Image retrieval image searching for customer and admin in the system. 

 

 Figure 8 shows normalization images for the user customer and user admin for 

resizing images in the same dimension size for all images. Images in image retrieval for user 

admin clustered 500 data images, and for user customer find an image by one image input 

customer. Centers value from user customer get from result Canopy K Means Clustering from 

user admin. In user administrator, besides normalization image with resize image for 

reduction dimensions, there is management memory in PHP Programming because in 

Canopy K Means Clustering needs high computation with some iteration. The system 

administrator displays the result of cluster values, and for user customer shows the detailed 

information of the cover book to MNC Publishing web by clustered testing image results. 

Figure 9 shows filtered images used in this research, there are 10 filters used to add 

characteristics data in this research. 

 

 

 

 

 

 

Image Retrieval display for customer 

Image Retrieval display for administrator system 
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Application  Result 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9. 10 Filters in Tool System 

Application 

1. Filter gray scale 

2. Filter mean removal 
 

3. Filter brightness 
 

4. Filter contrast 
 

5. Filter colorize 
 

6. Filter gaussian blur 
 

7. Filter smooth 
 

8. Filter rotation -5  
 

9. Filter rotation +4 
 

10. Filter rotation -4  
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Application Result 

Result from Canopy K Means Clustering for 500 data clustered as Table 1 below: 

Table1. Result Clustered data 

cluster true false cluster true false cluster true false 

1 7 3 21 8 2 41 10 0 

2 7 3 22 8 2 42 8 2 

3 7 3 23 10 0 43 10 0 

4 10 0 24 10 0 44 9 1 

5 8 2 25 9 1 45 9 1 

6 10 0 26 10 0 46 8 2 

7 10 0 27 10 0 47 10 0 

8 9 1 28 8 2 48 10 0 

9 10 0 29 5 5 49 10 0 

10 10 0 30 7 3 50 10 0 

11 9 1 31 10 0 

12 10 0 32 2 8 

13 9 1 33 5 5 

14 10 0 34 10 0 

15 10 0 35 6 4 

16 8 2 36 6 4 

17 7 3 37 10 0 

18 10 0 38 8 2 

19 9 1 39 10 0 

20 10 0 40 10 0 

  

Table 1 is testing from 500 data images and each cluster has 10 image data from testing 

from 500 data image and each cluster has 10 image data from filtering and cover of books 

using Canopy K Means Clustering with 50 center comparison and pixel [10x10] dimension 

each image and very significant from actual size matrix. Results from a few clusters are 100%, 

and many clusters have 80% to 90%. The percentage from cluster result is influenced by detail 

characters of pixel image after resizing the image become [10x10] and filtering characteristics. 

Although the significantly reduced dimension with the resize matrix, the system can 

recognize pixels, which means characteristic data in each cluster is enough if count clustering 

uses size [10x10] because clustering is high computation so resize is one of the ways to reduce 

dimension.  Figure 10 shows the sum of each cluster data from 500 data based on Table 1, the 
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picture shows the sum of images clustered to true cluster and the sum of images clustered to 

false clustered.   

 
Figure 10. Graphic true and false for each cluster 

 
Figure 11. Graphic sum error for each cluster 

 
Figure 12. Form Tool Image Searching user test 

 

 Figure 11 is the sum error for each cluster in the system, size of clusters resulting from 

Canopy K Means Clustering is [50x100]. Figure 12, shows a tool for user customer input 

images and then will link to MNC Publishing details of the cover book. 

 

4. Conclusion 

The result from this clustered in a web application has image search result clustering 

77,4 % for 500 data and for data gray scale has image search result clustering 100% with 

reduced size from actual size dimension 242193 become 100 dimensions it means the 

computation system for clustering data has true value with computation some iterations, size 

of normalization dimension and filter influenced centers data value and influenced the 

accuracy. 
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